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;;-f:;>ablence of a professional decision analyst and for a restricted set of
decision problems.

'Y The first decision aid, QVAL (Quick Evaluation), has been implemented on an
IBM 5110 portable computer and is ready for operation on an experimental
basis. QVAL is an interactive program designed to probe the user's memory
for a complete set of attributes together with the scores and weights for a
consistent evaluation of a set of options.

The second decision aid, GenTree (Generic Tree Structuring), is still in the
Planning stage, but promises to be very valuable in storing experience and
knowledge gained while working on problems and applying it to guide the
analysis of subsequent ones. By utilizing prior knowledge stored in the
GenTree database, this decision aid would approximate the performance of a
decision analyst on familiar problem types. 1In contrast, QVAL would more
resemble the performance of the decision analyst on a completely new appli-
cation area.

With the continuing progress being made in the fields of artificial intelli-
gence and interactive computer graphics, more sophisticated computer-assisted
decision aids of this nature may be designed. However, QVAL and GenTree mark
important first steps in bringing the compute¢k s speed, accuracy, patience,
and memory together with the user's knowledgzsl;;é:es, ana judgment, to
improve the timeliness and the quality of importamt decisions.
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1.0 EXECUTIVE SUMMARY

Decision analysis is a valuable technology for helping
a decision maker select which of several options, overall,
best satisfies his various goals and requirements. Unfor-
tunately, the techniques of decision analysis are typically
complex enough to require three items: the assistance of a
specially trained decision analyst, a considerable amount of
time, and the funds necessary to perform a thorough analysis.
These restrictions often prevent or discourage the use of
decision analysis where it would otherwise be highly beneficial.

This report describes two different ways of using
computer-implemented routines to perform preliminary decision
analyses (or simple, complete ones) in the absence of
specially trained personnel, for a restricted category of
problems: the evaluation of multi-attributed alternatives
without explicit use of probabilities to model uncertain
events, While no claim is made that either of these computer
methods could completely replace the trained analyst, it is
likely they can provide the decision maker with a valuable
initial focus, while reducing the actual amount of analyst
time spent on a problem; and in the event of limited time,
resources, or analyst availability, the preliminary analysis
alone would provide useful insights which could improve
significantly upon otherwise unaided decisions.

The first of the two methods described here is a program

called QVAL (Quick Evaluation), which has been implemented

on an IBM 5110 portable computer and is ready for operation
on an experimental basis. QVAL is a user-oriented, inter-
active program which elicits from the decision maker the

list of options available, the attributes which impact on
overall value, the scores for each option on each of the
attributes, and relative importance weights for the attri-
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butes. Based on the elicited information, QVAL can display
a component analysis of the overall values, perform sensi-
tivity analysis, refine the existing model, and interact
with the user to produce a hierarchical structure which
organizes the list of attributes into a more meaningful and
useful format. Section 2.0 provides a theoretical overview;
Section 3.0 is a theoretical and operational analysis of
QVAL; Section 4.0 is a functional User's Guide to the com-
puter program version of QVAL currently in operation at
Decisions and Designs, Incorporated (DDI); and Section 5.0
is a summary of the most promising directions for future
development of the QVAL concept.

A second concept for computer-aided decision problem
structuring is GenTree (Generic Tree Structuring), which is

still in the planning stage, but promises, if successfully
implemented, to be extremely valuable in storing experience
and knowledge gained while working on problems, and applying
it to guide the analysis of subsequent ones. The special

feature which characterizes the GenTree approach is a data-

~base containing problem-specific information of two types:

a semantic system which allows the current problem to be

categorized in relation to previously analyzed ones; and a
"knowledge" system which organizes the content of GenTree's
analyses into a logical framework (such as the case grammar

described by Fillmore, 1968) for access in subsequent
problems. By utilizing this prior knowledge, GenTree would
provide a better approximation to the performance of a
decision analyst on familiar problem types (while QVAL would
more resemble the performance of the decision analyst on a
completely new application area). Section 6.0 describes the
theory behind the GenTree concept, and presents a sample of
how a GenTree system might operate.

The two decision aids described here, QVAL and GenTree,
represent an initial effort at computer-aided decision
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analysis beyond the simple clerical and computational func-

tions of current aids. Eventually, by incorporating the
continuing progress in artificial intelligence and in inter-
active computer graphics, a far more sophisticated system
can be foreseen, approaching or even surpassing the capabili-
ties of today's decision analysts; but at present, QVAL and
GenTree mark important first steps in bringing the computer's
speed, accuracy, patience, and memory together with the
user's knowledge, values, and judgment, to improve the
timeliness and the quality of important decisions.
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2.0 BACKGROUND

2.1 Motivation

One of the most frequently applied genres of decision
analysis involves multi-attribute evaluation of utilities
without explicit modeling of uncertain events as probabili-
ties. Using general-purpose software such as DDI's EVAL or
HIVAL programs, the decision analyst can minimize the mechani-
cal aspects of calculation and "housekeeping" (keying in
data, editing, storing, retrieving, and displaying results);
however, the analyst receives no assistance in the technical
processes of eliciting the model and making the needed
assessments--the computer's role is limited to that of an

e ———— W = 2 g WA WA= & .

efficient, rapid, and infinitely patient clerk.

One can visualize a number of situations in which it
would be desirable for the computer to take a more active

role in assisting or relieving the decision analyst, whenever
a portion of the analysis can be appropriately programmed.

At a minimal level, such a capability would greatly improve
the speed and the smoothness of the analysis, leaving the
analyst free to concentrate on the more important technical
issues. A slightly more sophisticated version could take on
the role of a second analyst in the room, performing the

L iatm at miaty i

routine portion of the modeling with only occasional inter-
vention from the trained decision analyst (who could then

3
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allocate his time to interacting with the clients or dealing
with excepticnal problems). Finally, a fully developed
program could be used to work directly with the client in
the absence of any decision analyst, performing a complete--
but tentative--analysis whose results could be applied
immediately, or used as a starting point for a subsequent,

more detailed, session with the decision analyst.
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The effectiveness of a quick interactive evaluation

routine will depend on a number of factors: the program's
degree of sophistication, the user's ability to respond in
an appropriate manner to the questions asked, the complexity
and tractability of the particular problem, and the way in
which results are interpreted and applied. In certain
cases, factors such as time, cost, or analyst availability
might preclude any other more extensive analysis; in others,
the program could be used as a "first cut" at the problem,
or as an independent (hopefully redundant) modeling effort
to enhance the validity of the conventional analysis. 1In
any event, a quick, painless evaluation routine should
represent a low-cost, low-risk option with potentially great
benefits.

2.2 Detailed Definition of the Problem

In the context of this report, we shall assume that a
small amount of informal discussion has already taken place,
enough to ensure that a multi-attribute (possibly hierarchical)
utility evaluation model is likely to prove appropriate to
the given problem. Furthermore, we shall assume that the
set of realistic options can be reduced to a small number
(up to about eight) of discrete alternatives, each sufficiently
familiar that it can be evaluated meaningfully.

Under the program's guidance, the user (decision maker)
should be able to generate a reasonably exhaustive set of
evaluation criteria, assign scores to each of the options,
and assess importance weights to the criteria. These values
should be automatically displayed, along with their implica-
tions, in terms of overall utility scores. Continuing the
analysis, the computer should then guide the user through
any indicated sensitivity analysis, editing, expansion of
the model, and other procedures for improving the model's
correctness, completeness, or clarity. Finally, if the

R
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number of criteria is large, the program should guide the
user in organizing the attributes hierarchically, so that
meaningful groups of attributes can be readily displayed and
studied.

2.3 Uses, Goals, and Constraints for QVAL and GenTree

As presently conceived, QVAL and GenTree will have two
major types of application: (1) they will serve as a self-
contained decision aid for situations when time, cost, or
availability constraints preclude a more complete analysis
with trained dec®sion analysts present; and (2) they will be
useful as a preliminary structuring device, as a "front end”
for a more complete analysis. Other potential applications
might include training newcomers in decision-analytic pro-
cedures, or running independent, parallel analyses of a
single problem with different subjects.

The goals which would contribute to the above applica-
tions would represent new developments (or new applications
of o0ld developments) in three areas: the elicitation of
model components (attribute names, scores, and weights); the
organization of those components into a meaningful and use-
ful structure; and the effective display, refinement, and
communication of the final results. QVAL and GenTree will
be judged a success to the degree that they perform these
functions rapidly, effectively, and painlessly, with a

minimum of prior training on the part of the user.

The anticipated context for the application of these
aids assumes a few constraints which should be mentioned
here. First, the user should not be required to have any
technical decision=-analytic training, nor should it be
necessary to refer to a lengthy user's guide or training
manual: a brief introduction should suffice. Any further
definitions or instructions should be accessible directly as
part of the program.




Furthermore, the user should not be required to perform
any off-line pencil-and-paper tasks or calculations, prior
to or during the analytic process. This precludes, for
example, the extensive off-line modeling that must precede
the use of general-purpose programs such as EVAL (Allardyce
et al., 1979).

One further constraint involves the availability and
use of substantive knowledge gained through previous analytic
studies: QVAL will not require such knowledge, and will not
be designed in such a way as to incorporate such knowledge
even if it were available. In other words, QVAL's procedure
is deliberately constrained to be content-free (and, there-
fore, equally applicable to novel or familiar problems).
GenTree, on the other hand, explicitly encodes, stores, and
utilizes substantive information while interacting with the
user to produce a valid hierarchically structured utility

model.
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3.0 QVAL: A QUICK INTERACTIVE EVALUATION PROGRAM

3.1 Overview

This section describes the components of the QVAL
process in detail, referring as much as possible to the
operational and theoretical aspects of the procedures,
rather than to their specific implementation on the compu-
ter. Section 4.0 provides a systematic description of a
version of QVAL which has been implemented on an IBM 5110
computer for illustration and evaluation; the emphasis of
the current section, however, is on the general foundations
behind QVAL's approach.

Each of the following subsections will address one of

QVAL's component tasks, including the following information:

-

o a definition of the task component being described;

o the method currently adopted by QVAL to perform
that task:

o a theoretical rationale, explaining the reasons
for performing the task as stated, and indicating
other possible approaches whenever it would be
useful; and

o any recommendations for future improvements or new

developments which might enhance performance or
expand QVAL's capabilities.

3.2 Specification of Options

Task description. The first step in an evaluation is

to develop a list of the options being compared, and to
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specify whether that list is completely exhaustive, or

merely a subset of the total number of possible choices.
Since we have assumed a small number of discrete options, a
simple listing of the choices will suffice; if, however,
there were many options, or if the options had to be selected
from a continuous space, option generation would become a
serious problem, meriting an extensive research effort.

Current procedure. The user simply types in the names

of the options being evaluated, one at a time.

Theoretical analysis. Because of its simplicity, the

current procedure requires little discussion. However, it
might be appropriate to mention a few more sophisticated
approaches which might be used to reduce a larger set of
options to the size QVAL was designed for.

One source which might generate large numbexs of options

is factorial design: each option corresponds to a combination

of factors which can vary independently, so that the total
space of options is eguivalent to the set of all possible
combinations of values on the various factors. So, for
example, it might be possible to describe television sets in
terms of screen size, color/black-and-white, portability,
remote control features, etc. If all of the possible
combinations are in fact available, perhaps a different
analytical model (such as DDI's "DESIGN" model, as described
in Gulick et al., 1979) would be more appropriate. But if
there are several infeasible combinations (and yet too many
feasible ones to permit simply listing them), it might be
possible to use the feature descriptions as the basis for a
hierarchical clustering analysis (see Hartigan, 1975),
reducing the choice from a multitude of alternatives to a
few generic clusters (with the option of subsequently

deciding which specific item within the selected cluster was
the best).

Voo




~ v

- — e g ot L+ b A o AR g

- ——ion

e AT L

N ———

In‘the event that a suitable factorial description is
not obvious, another possible approach might be to start the
analysis with a few likely candidates, but after partial
analysis, temporarily "shelving" the less promising options,
and replacing those with new ones from the list.

It is clear that either of these more sophisticated
means of reducing a large list of options could require a
substantial investment in time and effort would be necessary
to develop a sufficiently general procedure to be worth
incorporating into a QVAL-type aid. Therefore, no attempt
has been made to implement this capability under the current
system.

Recommended future development. If the need justifies

the development effort, and it appears feasible to incor-
porate a factorial analysis with hierarchical clustering
into a future version of QVAL, such a facility could greatly
augment the applicability of this interactive decision aid.
In any event, it will probably prove worthwhile to incor-
porate some method for screening and selectively evaluating
large numbers of alternatives.

3.3 1Identification of Utility Attributes

Task description. Once a list of options has been

specified, the next step in a multi-attribute utility analysis
is to identify those differences among the options which
might contribute significantly to a relative assessment of
their net worth. Having identified such attributes, the

user will subsequently proceed to define a rating scale for
each attribute (i.e., a correspondence between the options'
performance on each attribute and a set of numerical ratings);
to assess rating scores for each option with respect to each
attribute; and then to establish equivalences which will
allow him to compare and combine scores on the various
attributes.

10
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In order to contribute meaningfully to a multi-attribute
utility model, an attribute must have the following proper-
ties: first, it should be so defined that all options can
be rated with respect to that attribute such that an option
with a high rating would be preferable to one with a lower
rating on the same attribute, assuming all other factors
were equal; and second, at least two of the options must
receive different ratings on that attribute. {Sometimes, it
is desirable to include a factor on which no difference is
observed, even though it does not contribute to the evalu-
ation itself, simply to document the judgment that no sig-
nificant differences exist; however, such factors can be
added at the end of the analysis, for purposes of face
validity only, and need not appear until then.)

The task of attribute identification is simply to list
a number of qualitative areas of difference among the options
(i.e., a number of attributes), and for each area, to con-
trast the characteristics of the option with those of a less
desirable one. In other words, each attribute will be
characterized by an attribute name, a description of the
positive direction, and a contrasting description of the

negative direction.

Current procedure. The present version of QVAL begins

by assuming that the user can think of several attributes
without detailed prompting (after seeing a few examples of

the kind of definition required). Therefore, it simply
requests the user to complete a number of sentences of the
following type: "A desirable option , whereas a

less desirable option . (Attribute name: "
(For example, the blanks might be filled by "is inexpensive,"

"

"is more expensive," and "Price," respectively.) The user
determines when to stop naming new attributes simply by
responding to a yes-no gquestion after entering each new
attribute name. (Note that although the attribute name is

used for convenience throughout the program, it is really

11
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only a shorthand abbreviation for the dualistic contrast
between the positive and negative directions which actually
define the attribute.) The final result of the current
attribute identification routine, then, is a list of attri-
bute names, each associated with a description of the cor-
responding positive and negative directions.

Theoretical analysis. The current procedure assumes as

its foundation that the user knows enough about the generic
class of options being considered to be able to specify a
few meaningful attributes without explicitly referring to
the specific options under scrutiny. In terms of speed, it
cannot be surpassed without sacrificing some essential
information; and if the user is reasonably familiar with the
space of options being considered, it will result in a
fairly complete model of the major utility attributes.

However, a number of potential problems can arise using
a simple method like this one, even as a "first cut." 1If,
for some reason, the options being evaluated do not fit into
any readily identifiable category which can be exploited to
identify utility attributes, the user may find himself
strained by what may turn out to be inappropriate efforts.
Furthermore, an overambitious user might think of an extremely
long list of overly specific utility attributes (for example,
analyzing a system into components at a very microscopic
level). Finally, there might be a tendency, whether conscious
or unconscious, to hias the list of factors by recalling
several highly similar attributes while perhaps neglecting
equally important ones that could counterbalance them (but
might seem inconsistent).

For the most part, these problems are unlikely to be
serious, particularly as there are several opportunities to
correct them later in the analysis. 1In addition, since we
have assumed at least some informal discussion before the

12
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program is invoked, it is reasonable to expect the user to
have a modicum of familiarity with the option set. Nonethe-
less, it might well be necessary to constrain the user in
the future, to prevent some of the excesses which might
innocently arise.

Patrick Humphreys' MAUD program (Humphreys and Wisudha,
1979) has also addressed the issue of attribute identification,
but in a somewhat different way: whereas the present program
begins by focusing on the generic set of options, and defines
preferences which apply to all options in the generic cate-
gory, MAUD focuses on triads of specific options, in an
attempt to discern patterns of similarity and difference.
Based on a theory of "constructs" which was developed by the
personality psychologist George Kelly (19€3), Humphreyvs
presents a triad (say, A, B, and C) of options, asking
whether one of them differs from the other two. Now, if,
for example, C is said to differ from A and B, MAUD follows
with a sentence completion question of the form, "C is

; on the other hand, A and B are I
Having elicited the names of two "poles" (which are somewhat
like the "directions" in the current QVAL model), MAUD then
scores the remaining options on a seven-point scale. A
major point of departure, however, is that MAUD's scales
need not be monotonic (e.g., strictly increasing) in terms
of value: the "ideal" value may lie somewhere between the
two extremes. Thus, in order to transform its scales into
utility components, MAUD must "unfold" the scale about its
ideal point, a procedure that involves several scaling
assumptions which might be questioned; and in any event, the
utility attributes thus defined do not incorporate readily
identifiable directions.,

In general, if any attribute achieves its best value

near the middle of its scale, rather than increasing through-
out, there has probably been insufficient analysis: the

13
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reason why the utility curve rises as it approaches the
"ideal"” point is not the same as the reason it falls off
after it passes that point. 1Instead, there are actually two

-

or more factors operating on what happens to be the same
range of values, such that one factor dominates in one part
of the range, and the other dominates elsewhere. For
example, an automobile driver may determine an optimal speed
which is short of the car's maximum achievable rate. The
reason for not going slower involves the desire to get
somewhere as quickly as possible; but the reason for not
going faster is a gualitatively different desire to avoid a

traffic ticket or an accident.

In general, MAUD's elicitation procedure rests on the
construction of a rating scale based on "objective," or
directly measurable, quantities, with the elicited scores
transformed into monotonic utility ratings by comparison
with an indicated "ideal point." QVAL, on the other hand,
addresses the question of utility directly, restricting the
user to attributes which are necessarily monotonic in
value; the user must, if faced with a non-monotonic dimen-
sion, either subdivide it into factors which are themselves
monotonic, or else intuitively determine the degree to which
each item deviates from the "ideal." Thus, while QVAL is

faster and less sensitive to the exact location or definition
r of the "ideal point," the more indirect procedure has the
advantage of publicly displaying the “objective" data and

the location of the "ideal." These two approaches might be
effectively reconciled by eliciting both "objective" ratings
and utility scores, and then checking for consistency between
the two methods (if the gain in accuracy arising from such a
procedure would outweigh the additional investment of time,

P \ training, and complexity).

. Recommended future development. A desirable "“compro-

mise" between the current QVAL method for identifying

14
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attributes and that used by MAUD would begin by querying the
user about his state of familiarity with the relevant attri-
butes. A user who could easily generate a few meaningful
utility attributes could begin immediately with a QVAL-type
elicitation, while one with a less definite idea could
invoke a more instructiwve, MAUD-like routine, which would
incorporate more testing for monotonicity, independence, and
other desirable features of a utility attribute. This
approach is in keeping with a general sense that any inter-
active decision aid ought tc permit users with varying
degrees of preparation or familiarity to call upon routines
more or less tailored to their particular needs: the novice
or infrequent user might require an explicit, step-by-step
routine which instructs as it progresses, while the more
experienced user would prefer a faster version with more
abbreviated inputs and outputs.

3.4 Preliminary Elicitation of Scores

Task description. Having identified a set of options

and a preliminary set of utility attributes, the user must
now enter a set of ratings corresponding to the relative
scores of the various options on each attribute. For the
purpose of an additive multi-attribute utility model, it is
necessary to specify not only the order of preference among
the options, but also the relative degrees of preference
among alternatives. The necessary information elicited
during this step will specify which option is best with
respect to each attribute, which option is worst, and where
the other options should fall on a linear scale between the
two extremes. (Although it might be possible, there is no
requirement at this stage to estimate the absolute magnitude
of any preference, nor is there a need to compare scores
across attributes; those judgments will be required only at
a later stage.)

15




Current procedure., After reminding the user of the

positive and negative directions which define a given attri-
bute, QVAL lists the options (each with an associated index
number), and asks the user to specify the best and worst of
those outcomes with respect to the given attribute. Having
identified these two extremes, QVAL proceeds to display a
graphical 0-to-100 scale, indicating the worst option (by
number) at the 0 point, and the best at the 100 point. The
user is then requested to type the index numbers of the
remaining options below the scale, in positions corresponding
to their relative values with respect to the two endpoints.
This process provides the user with feedback in two formats--
the graphical, analog display on the scale, and a numerical,
digital summary of the implied scores--which the user may
accept immediately, or adjust. This procedure occurs once
for each of the attributes defined in the attribute identi-
fication routine.

Theoretical analysis. Methods of eliciting scores can

differ in three major ways:

o the kind of measurement scale requested;

o} the elicitation questions which can provide the
required information; and

o the format in which such elicitations (and the
resulting information) are presented and displayed
to the user.

As specified in the task description, the minimum
information required of the user is a set of relative scores
for the options, on an interval scale. QVAL requests only
this information, although some circumstances could be
envisioned where (for reasons peripheral to the actual
decision) additional information might be desired, and
available at little additional cost.

16
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One possibility would be to construct an extended
scale, specifying two fictitious endpoints: a null option,
: which would provide absolutely no benefits; and a gold-
plated option which would combine or surpass the best
aspects of all options. It should be emphasized that these
endpoints will, in general, be not only fictitious, but

actually impossible to realize under any normal circumstances.
Thus, to use such a scale would require a far more complicated
explanation to the naive user, and might still result in
communication difficulties. On the positive side, however,

an extended scale of the type envisioned would allow the

e AN < v g Bar AW

user to rate options on a ratio scale, permitting judgments
such as "option X is twice as valuable as option Y" to have
meaningful interpretations. Furthermore, if the gold-plated
option can be defined as the absolute ideal (i.e., the
performance of an option unconstrained by cost, information,

——— W it it . DS P e e m e

or other limitations), then it becomes possible to rate the

options on an absolute scale, in terms of what fraction of
the total possible benefit they provide.

Because of QVAL's primary orientation towards rapid
structuring and decision making, the additional time required
to construct ratio or absolute scales would be an unnecessary
burden to the current system. However, if in the future it

became desirable to incorporate such an optional feature,
the benefits might be worthwhile, For example, in the event !

of a large number of possible options to choose from, an

absolute scale allows the options to be considered separately,
in a manner whereby they can still be compared with one
r ‘ another (relative, interval scaling requires the explicit

Clrmm ma iy
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comparison of all options with one another, rather than with

the absolute endpoints).

In addition to the kind of scale obtained, decision
aids might also vary in the way of eliciting scaling infor-
mation. For example, the judgments can be direct magnitudes,

17
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rankings with subsequent estimation of differences, conjoint
scaling comparisons, or any of a wide variety of others. In
theory, if a subject's utility scale is precise, constant,
and perfectly known, all methods of elicitation should yield
the same results; however, imprecision, lability, and imper-
fect knowledge combine with the noise and biases inherent in
any subjective measurement procedure to produce results

which might be incoherent. * ’
\

One way of examining various elicitation methods is to
determine the possible sources, magnitudesehd directions
of elicitation error. The results of such analysis would
permit the analyst to select the single procedure with the
best overall performance or, given sufficient time and
resources, the combination of procedureé which could "tri-
angulate" to a more accurate measurement. Again, because of
its critical constraint on operation time, QVAL should
probably restrict its operation to a single method, which in
the current system is direct rating, modified by the prior
selection of a best and worst value.

Recommended future development. Ideally, a single

routine could be developed that would determine information
about the scores on any given attribute with as few questions
as possible at a given level of accuracy. For example, the
opticths could be rank-ordered first, and then the intervals
between adjacent options on the ranking scale could be
assigned proportional values, etc. Much of this could be
greatly simplified by a more sophisticated interactive
graphics capability than is available with the current QVAL
as implemented on the IBM 5110 computer.

As a potential improvement, the user could be queried
as to whether or not he wished to include an "absolute
zero," a "status quo" option, or a “"gold-plated" option
along with the true options; if he did, the appropriate

18
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scale would be constructed and the remainder of the options
could be evaluated in terms of those "baselines."

3.5 Assignment of Attribute Weights

Task description. In order to combine ratings on one

attribute with other attributes, it is necessary to elicit a
weight for each attribute, such that the ratio between any
two attribute weights indicates the relative impact of a
given point difference on each of the two attributes. For
example, if Attribute X has a weight three times that of
Attribute Y, then a ten-point difference in scores on Attri-
bute X will have the same impact on overall utility as a
thirty-point difference on Attribute Y. Because QVAL
assumes an additive utility model, these weights are inde-
pendent of the actual levels on each attribute, so that any
ten-point range on Attribute X will be equivalent in impact
to any thirty-point range on Attribute Y.

Although weights are traditionally "normalized" (i.e.,
proportionally adjusted to add up to 100%), the only important
information is contained in their ratios. Therefore, it is
required only to obtain a set of numbers reflecting the
ratios among the weights.

Attribute weights, particularly in relative scoring
systems, such as the one used in QVAL, are often confusing

to the untrained user. A frequent error is to assign weights

according to some absolute intuitive notion of the "importance"

of a given attribute, rather than to the relative impact of
a specifically defined interval on that attribute. A rough
notion of the true meaning of an attribute's weight involves
a combination of three factors: (1) the "importance" of the
attribute itself (would a noticeable difference on the
attribute have a significant effect on overall value?);

{2) the "range" of values on the attribute (is there really

19




a noticeable difference between the best and the worst

options on the attribute?); and (3) "applicability" of the
attribute (what percent of the time, or in what percent of
the cases envisioned, will this attribute be relevant to a

preference?).

While it may not be correct to elicit these three
values separately and then multiply them, some similar
process should notionally guide the judgmental assignment of

weights to the attributes.

Current procedure. The current mode of operation under

QVAL involves three steps: first, a textual review of the
theoretical considerations involved in weight assignments,
with an example; next, the selection of the single attribute
with the highest weight (arbitrarily assigned a weight of
100);: and then, a direct assessment of the weight for each
other attribute, porportional to the 100 assigned to the
most highly weighted (N.B.: for want of a better term, the
word "important" may be used by the analyst to mean "highly
weighted," entailing the triple concept of importance/range/

applicability outlined above).

Once all attributes have been assigned weights, QVAL
transforms them proportionally into normalized weights which
add to 100%, and requests the user's confirmation of the
rescaled numbers (if the user is unsatisfied, he may specify
new values, which will in turn be renormalized for confir-
mation, until a satisfactory set of weights is arrived at).

Theoretical analysis. In most decision analysis in-

volving multi-attribute utility functions, and particuiarly
in the case of relative scoring systems, the proper defini-
tion, elicitation, and interpretation of attribute weights
is the most difficult and most easily misunderstood task.
The user is being asked to make a very complex trade-off of
the following type:
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Consider the difference in overall value which would
result from changing performance on Attribute X from
the level attributed to Option 1, to that attributed to
Option 2; now, consider the difference in overall value
which would result from changing performance on Attri-
bute Y from the level attributed to Option 3, to that
attributed to Option 4; what is the ratio of the differ-
ence with respect to Attribute X to the difference with
respect to Attribute Y?

Apart from the general confusion occasioned by having to
detach single attribute values from four different options
(some of which may, in fact, coincide), and to compare the
specific intervals in what may, in fact, not be perfectly
specified or well-defined values, the user also faces the
cognitive difficulty of integrating the three components of
weight (importance, range, and applicability) to arrive at a
single value.

While QVAL currently regquires the user to perform all
of the operations described above in a single step, reporting
only the final answer, other methods for eliciting such an
answer are possible. We shall discuss two of those methods
below: the one used in Humphreys' MAUD, which is based on
"reference lotteries" which provide a utility scale consis-
tent with the von Neumann-Morganstern definition of utility;
and an approximate method which may be used to arrive at a
better set of assessments by decomposing weight elicitation
into its three components.

MAUD presents the user with two "reference options"”

(not to be confused with the actual options being analyzed)
depicted in Figure 3-1. The first is a "sure-thing" conse-
quence combining a high value on one attribute with a low
value on another. The second "option" is a lottery with two
possible consequences: either the low value on each of the
two attributes, or the high value on both. If the chance of
the better consequence on the second option were 100%, the
user should always prefer that option, while if the chance
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of the better outcome were 0%, the user should prefer the i
first option. By asking a sequence of questions varying the
probability from 0 to 100% in 10% increments, MAUD determines

at what percentage value p the user's preference shifts from

the first to the second option. The ratio p:(100-p) is then
(approximately) equal to the ratio between the weights

(assuming the low and high values are in fact the extremes

on the two attributes).

While this technique conforms more closely than QVAL's
to the basic operational definitions of utility developed by
von Neumann and Morgenstern (1953), it will tend to confuse
the naive user because of the additional problem of dealing
with probabilistic decisions in a situation where such
decisions need not be considered. (If, on the other hangd,
the true options were risky in the sense that their values
depended critically on uncertain events, a full-scale
decision analysis should be performed, incorporating the
user's attitude towards risk in the decision; such a condi-
tion, however, would violate the assumption of non-risky
alternatives which underlies QVAL and MAUD.) 1In general,
the experience of decision analysts at DDI has been that
probabilities and their impacts on perceived value are more
confusin_ to naive users than their potential benefits could
justify in non-risky utility analysis.

A different method of simplifying weight elicitation
would be to break the concept of attribute weight into its
three components (importance, range, and applicability),
elicit each component separately, and then combine the
elicited values according to a mathematical formula. Such a
method involves certain additional assumptions concerning
the nature of perceived value on the various attributes. 1In
particular, it involves defining a standard unit of measure-
ment on each utility attribute, independent of the specific
options being evaluated, such that a unit increment on any




attribute's utility scale represents a difference comparable
in magnitude (not necessarily equal in value, however) to a
unit increment on any other attribute. For example, a "unit
increment” in the weight of an automobile might be an increase
of 5%, while a "unit increment" in gas mileage might corres-
pond to 15%. In other words, a vehicle weight of 2625 woulad
be perceived to be as different from a vehicle weight of

2500 (a 5% increment) as a mileage rating of 34.5 would be
from 30.0 (15% increment).

Once the concept of a unit increment has been explained,
the user may be asked three relatively simple questions:

1. What is the relative importance (value) of a "unit

increment"” on each of the utility attributes?

2. How many "unit increments" are included in the
range between the worst and the best options on
each attribute?

3. If the given utility attribute will be relevant in
only certain circumstances (and this partial
relevance has not already been incorporated into
judgments of importance), in what fraction of the
cases envisioned will the attribute be relevant?

It is not in general necessary for the user to specify
and precisely define the "unit increment" on each attribute
in order to apply the above procedure. The user must be
able to conceive of such a unit and be able to compare it
with other units; and as long as this can be done consis-
tently, no such specification is needed (of course, for
documentation and rationale, such explicit definition might
prove highly valuable).




The advantage of the procedure outlined here is that
the answer to Question 1 provides a fair approximation to

the "absolute importance" of the given attribute, as per-
ceived by the user, while Question 2 captures the completely
separate issue of how much the options really differ on the
attribute, and Question 3 adjusts the importance (which was
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assessed under the assumption that the attribute was in fact
relevant) to compensate for the frequency, extensiveness, or
probability of a given attribute's being relevant.

As a practical matter, Question 1 could be answered by
assigning an importance of 100 to the attribute whose "unit
increment" was most highly valued and then rating the other

attributes proportional to that value. Question 2 is simply

A . oo e e mmo e MR = o e A S

a matter of counting units, beginning with the lowest value E
and imposing unit increments one after another until the i
highest value among tlie options is obtained (of course, this
procedure will ordinarily take place tacitly, as part of the

user's intuitive judgment). Question 3 simply asks for a

percentage which (if less than 100) will be used to downgrade

the number obtained in Question 1. These three numbers can
then be multiplied and the resulting values normalized to

determine weights.

The advantage of the above procedure is that the unit R
increments may be more familiar to the user than the specific

options being discussed and may therefore result in a more

accurate representation of the user's true values. Meanwhile,
the measurement of a range within each attribute can be ;
separated from the rest of the analysis and revised as more |

data are collected or as options are better defined. Thus,
the questions of perceived difference and of perceived value
are kept separate, the first reflecting value-free factual

information and the second reflecting values independent of
the specific options being evaluated.
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While it seems that a procedure like the one outlined
above would be useful in a routine such as QVAL, some empiri-
cal testing with decision-analytically naive subjects should
be performed before implementing it. However, intuitive
analysis of the underlying reasoning processes and informal
preliminary testing have indicated that subjects are likely
to feel that the three components are easier to comprehend
and closer to a "natural" way of looking at the attributes
than a single measure of "weight" as it appears in relative
utility modeling.

Recommended future development. For the reasons

mentioned in the Theoretical Analysis, it seems likely that
the three-component process of weight elicitation described
in the preceding paragraphs will prove highly useful in
rendering the assessment of weights quicker, less painful,
and more accurate as a represeﬁtation of the user's true
values. After some testing and evaluation, a routine to
perform the three-way weight elicitation should be added to
QVAL, either to replace the existing routine or to provide a
choice of methods. 1In the latter case, the choice could be
left entirely to the user, or could itself depend on the
answers to questions about the user's decision-analyti-<
knowledge, his specific knowledge about the options and
attributes being discussed, and his preference for wholistic
versus decomposed assessment techniques.

3.6 Calculations and Summary Display

Task description. Once scores have been assigned and

weights assessed for all attributes, it is possible to

compute the overall score for each option by taking a weighted
average of its scores on all the attributes. The information
leading to those scores and the final scores themselves can

be summarized in a table, schematically designed as follows:
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If the fastest possible decision is required, it will
be sufficient simply to select the option with the highest
overall score. However, most of the time it is important
for the user to examine the display, changing scores or
weights after further reflection or upon receipt of addi-
tional information, and perhaps adding or redefining attri-
butes to obtain a fuller picture of the values of the
options. The intermediate display should be as helpful as
possible in gquiding this effort to improve the quality of
the model and the related assessments.

Current procedure. The existing QVAL has a display as

described above, indicating the scores for each option on
each attribute, the attribute weights, and the overall
scores for each option.
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Theoretical analysis. In addition to the information
summarized in the table currently displayed, it would be
useful for the user to see additional information which
might lead to the generation (or recollection) of more attri-
butes, or to the redefinition or reorganization of existing

ones. For example, a display of the intercorrelations among
the scores assigned to each pair of options might indicate
the degree to which the two options in a pair are similar in
value (assuming the scores to be accurate); any discrepancy
between the user's intuition and these scores should lead to
gquestions which might generate additional attributes to
distinguish the options.

Another possibly helpful routine might cluster the
attributes according to patterns detected among the option
scores. For example, one class of attributes might consist
of those on which Option 1 and Option 2 are highest, while
Option 5 is lowest, while another category might include
those attributes in which Options 1 and 5 are approximately
equal, and both are better than Option 3. (Factor analysis
or some similar technique could provide such clusters auto-
matically.) The categories thus derived might suggest some
underlying property or feature which might lead to the
generation of new attributes or the improvement of existing
ones.

Recommended future development. Although the simple
matrix representation of the scores, weights, and totals is

sufficient to capture all of the information which has gone
into the decision model, some partial additional processing
of that information would make a display more useful. A

graphical representation would make the implications of the

~data much more immediately visible, for example.

It would also be highly desirable to add optional sta-
tistical data analysis routines such as the factor analysis
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and correlation features discussed above, plus any others
that might help guide the user towards a better understanding
of the implications of the data he has just provided.

3.7 Iterative Expansion of the Model

The attributes selected in the initial modeling stage
probably account for most of the major factors which deter-
mine an overall preference for one of the options over the
rest. However, except in the most time-constrained circum-
stances, it would be desirable to test the "current best
option" to see if, in fact, there might be other attributes,
previously ignored, that might reverse the order of prefer-
ence in favor of another choice. Even if no such reversals
occur, it might be desirable (either for the "face validity"
that stems from a fairly exhaustive list of attributes, or
in order to select a second-best or third-best alternative)
to continue probing for new attributes which distinguish
among the lesser-valued options. While the processes
involved in these two types of expansion (i.e., those which
might result in unseating the "current best option" and
those which merely affect the magnitude and order of prefer-
ence among the lesser options) are fundamentally the same,

thé& suggest enough difference to merit separate discussion
below.

3.7.1 Additional attributes affecting the best option -

Task description. Assuming the data in the
current model are factually accurate, the main danger in
simply selecting the option with the highest aggregate'score
comes from the possibility that some other attribute or
attributes exist which, if considered, would lead to a shift
in preference, in favor of some other option. While it is
impossible for the computerized decision aid (or, for that

matter, the analyst without extensive substantive experience

29

]
[
,
i




U

¢ o oo MVt 50 b

L e A

in the field of application) to suggest possible attributes,
it is possible to probe the user by focusing on the "current
best option" and asking the user specifically to think of
new attributes on which that option is not the best one. 1If
such an attribute is found, it will be added to the list of
attributes, scored and weighted, and a new overall set of
total scores produced, possibly with a different "best
option." Of course, if the user cannot think of any such
attribute, there is no guarantee that none exists, but a
thoughtful search by a well-informed user should turn up
virtually all important attributes of this type.

Whenever the process of looking for attributes
that place the "best option” at a disadvantage fails to
find additional attributes, the presumption is that the
"current best attribute” is truly the one which should be
selected. At this point, the augmented list of attributes,
scores, and weights should be presented for final inspection.

Current procedure., Currently, when QVAL is

instructed to elicit additional attributes, a listing of the
options and their overall scores, in order from best to
worst, appears. QVAL then asks if there is any attribute
other than the ones already considered on which some other
option is better than the "current best option."

If the answer is "yes," then QVAL asks for the
name of that option, the positive and negative directions,
the scores for the various options, and the weight to be
assigned to the new attribute (proportional to the weights
on the other previously defined attributes, in much the same
manner as the original elicitations). Once all new elicita-
tions have been completed, new overall values are calculated
to incorporate the new attribute, and the process repeats,
beginning with the presentation of the options, together
with their new overall scores.

30
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When a "no" response is encountered, the elicita-

tion of new attributes terminates, and a new table is dis-
played, indicating the options, attributes, scores, weichts,
and overall values, in much the same way as described in
Section 3.6.

Theoretical analysis. The current mode of QVAL

operation assumes that the only substantive knowledge about
the options being evaluated resides with the user. (GenTree,
discussed in Section 6.0, represents a proposed concept for
a different kind of decision aid, using substantive knowledge
which has been stored in a database to guide the generation
of attributes; however, this same capability could not be
incorporated into QVAL without substantially altering its
definition.) Because only the user can provide new attri-
bute names, QVAL must restrict its efforts to prompting the
user to think of possible additions to the attribute list.

In addition to the current method (which is to
ask what attributes, if any, might counteract the apparent
preference for the "current best option"), a number of other
possible questions might prove useful. For example, if the
sets of scores on two options are highly correlated, it
might make sense to ask in what ways, if any, they differ.
Or, if one option seems to be completely dominated (i.e.,
inferior or equal to some other option on every current
attribute), it might be worthwhile to ask if any attribute
exists which could favor the dominated attribute. Naturally,
there would be a trade-off in operational value between the
time taken by such questions and their probable value in
unearthing new attributes. Perhaps some user guidance could
be obtained by assessing an index of how comfortable the
user is with the current analysis, and asking further probing
questions only if something seems to be missing (of course,
if time is not critical, the user can simply stcp the session
and resume later, presumably with time in between to think
of additional attributes).
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Recommended future development. Unless some

user-guided procedure for memory prompting can be devised,
it is unlikely -that the current method can be significantly
improved upon. Naturally, using database-related techniques
or artificial-intelligence programs might be of great advan-
tage in the search for additional attributes, but those
would both fall beyond the scope of QVAL's definition.

3.7.2 Attributes affecting selection of “"next-best"
options -

Task description. If the only goal of the
decision-analytic effort were to determine the single most

highly recommended course of action, it would be advisable
to terminate the procedure as soon as the user ran out of
additional attributes which could possibly unseat the
"current best" option. However, there are three possible
reasons for continuing the analysis to include factors which
may dfscriminate only among the less desirable options. The
first of these is that if, for some reason, the "current
best" option becomes infeasible or inappropriate, the user
would like to have as complete an analysis as possible of
the remaining ones. Another consideration, "face validity,"
reflects the need to include attributes which, although

irrelevant to the selection of the best option, appear to

possess enough "a priori" importance to justify their inclu- k
sion for the sake of completeness, persuasiveness, and

effective communication. Finally, there remains the possi-
bility, however remote, that by focusing only on the lesser
options, the user might recall additional attributes that do 2
impact on the evaluation of the first-place option {(but were é
somehow overlooked). H

Current procedure. When QVAL enters the "next-
best options" mode, it detaches the "current best" option

from the list of options, and proceeds to determine the
second-best option by using more or less the same procedure {
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as that described in Section 3.7.1, with the following excep-
tion: Because the "best" option has been assumed to receive
the highest score on each new attribute (otherwise, the

stage outlined in Section 3.7.1 should not have terminated),
that option is automatically assigned a score of 100 on any
new attributes (therefore, it is necessary to identify only
the worst option prior to assigning scores).

Once the' set of attributes possibly affecting
the selection of a second-best option has been exhausted,
QVAL will permit the user to set aside the two top options,
and continue discriminating among the potential "next-best"
options in search of a third-best option, and so on until
the user decides to stop or until the set of options is
completely rank-ordered with no attributes remaining which
might alter that ordering. Of course, if at any point a new
attribute is recalled on which the previously top-rated
option or options are in fact surpassed, QVAL must return to
the possibility of altering the order among the entire set

of options, and the "next-best" sequence is broken.

Theoretical analysis. In searching for addi-
tional attributes, whether in the "best" or in the "next-

best" mode, the user is trying to brainstorm, to jog his
memory for possible attributes which might have previously
eluded him. If it were possible to provide the user with an
exhaustiveichecklist of potential attributes, to be included
or excluded after an explicit evaluation, there would be no
problem; however, in virtually every analysis of complex
options, the number of potential attributes is so great as
to make exhaustive listing impractical or impossible. A
somewhat more workable method would be to apply previously
stored information about the set of options to generate a
list of likely candidate attributes--this is the philosophy

behind GenTree, described in Section 6.0;

however, the




assumption that QVAL has no such previously stored knowledge
makes this strateqgy inapplicable within the limits of QVAL.

Therefore, QVAL must be limited to three kinds
of procedures: completely content-free attempts to probe
the user's memory; general-purpose "questionnaire" checklists
which might happen to include a few useful memory prods; and
artificial-intelligence routines which, by "conversing" with
the user and analyzing his responses, might lead him to
uncover some new attributes. Each of these will be discussed
below,

The current procedure for eliciting names of
additional attributes, whether for the "best" or the "next-
best" options, falls into the first category, completely
content-free memory aids. Its rationale is that by focusing
the user's attention on a specific option or by comparing
that option to those which appear to be less highly valued,
the decision aid can create associations which might lead to
the recall of attributes. A number of other content-free
methods are possible (for example, prompting the user with a
letter of the alphabet, and asking for an attribute beginning
with that letter, etc.), but none seems to merit enough
attention to include it in place of (or in addition to) the
current method.

General-purpose questionnaire procedures repre-
sent a fast, but highly inefficient, way of prompting the
user. Because QVAL has no specific knowledge about the
content matter being analyzed, there are two possibilities:
either ask very general questions in the hope of stimulating
some specific thoughts on the part of the user, or ask
specific questions, with a low probability of hitting on
something meaningful. Probably the best compromise is a
guestionnaire which begins with broad categories of attri-
butes and progresses towards increasingly specific questions
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in the areas which receive promising responses. For example,
an early question might ask whether the options differed in
terms of their economic impacts on the decision maker, while

later questions (assuming economic impacts did seem important)

might ask whether the specific effect on international
tariff agreements was an attribute, or whether there would
be an effect on overall rate of unemployment.

If QVAL were to be used within a highly limited
context (such as aircraft selection, or tactical command and
control), it would be possible to tailor a set of questions
to the specific field, with a reasonable probability of
covering the most likely attributes. However, in the
general-applications context QVAL was designed for, it seems
unrealistic to expect much of an aid to memory without a
great deal of wasted time and effort searching blind alleys.
Again, a substantial benefit could arise from capitalizing
on a pre-stored database, but this would be beyond the scope
of QVAL.

The only reasonable practical alternative to
"blind" questionnaires without using an extensive database
is to adapt an artificial-intelligence routine (such as
Weizenbaum's ELIZA [Weizenbaum, 1965]) to "interview" the
user, essentially building up a temporary database from the
dialogue. Although dialogue methods in artificial intelli-
gence are still developing, it should now be possible, given
a machine with enough speed and memory, to design a program
utilizing mnemonics and heuristic devices to "think through"
the problem with the user, enumerating possible attributes
as they are encountered. Naturally, such technigues would
represent a rather large investment given our current tech-
nology, and would limit OVAL to operation on fairly large
systems with the proper higher-level languages implemented.
Furthermore, unless a pre-stored database is included, these
artificial-intelligence techniques might require a great
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deal of interaction before "learning" enough to be of much
assistance. As artificial intelligence continues to develop,
and methods become faster, more reliable, and more generally
available, this alternative will become more practical;

until then, however, it seems too costly compared to the
expected benefits to attempt to develop or adapt an artificial
intelligence routine for QVAL's purposes (although GenTree,
with its database to search, might be another matter).

Recommended development. Although it seems ad-

visable to continue monitoring developments in artificial
intelligence, the only immediately indicated efforts which
might improve QVAL's efficiency at detecting and identifying
possible attributes would take the form of additional content-
free prompts, or general-purpose questionnaire routines to
provide starting points for the user's associative processes.
The more limited the context, the more sense it makes to use

a questionnaire-type approach; and as a first step towards
content-orientation, it would be advisable to develop specific
guestionnaires to deal with a few recurring problem areas,

for testing and demonstration purposes, at least.

3.8 Hierarchical Organization of Utility Attributes

Unless a rapid decision must be made, without subsequent
review, revision, or justification, it is generally desirable
to restructure the set of attributes to form a more logically
organized framework for further discussion, analysis, and
final presentation. Whenever more than six or seven attri-
butes are present (i.e., in almost any complex problem), the
clearest and simplest form of representation is a hierarchical
structure, in which the attributes are grouped into clusters
(and some of those clusters perhaps grouped into larger
clusters, etc.), so that each cluster can be examined sepa-
rately from the rest of the model, and then re-integrated
into the whole model. For example, in evaluating automobiles,
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it might be a natural step to consider one cluster of "cost
factors" (purchase price, trade-in allowances, financing
terms, insurance cost, etc.), one cluster of "performance
factors" (acceleration, cornering, braking, etc.), and
perhaps other clusters of "comfort," "status," "appearance,"
etc.

One major benefit of hierarchical organization is its
convenience in displaying and discussing results. Limitations
on human information processing {(see Miller, 1956) make it
difficult to deal simultaneocusly with seven or more items of
information unless they are logically structured in some
way. Thus, a list of a dozen or more attributes, or a table
of scores and weights for such a list, might generate more
confusion than insight (particularly if the attributes are
presented in order of recall, or in some other arbitrary
order). By organizing the attributes into meaningful groups,
a hierarchical structure facilitates thinking about them and
presenting their scores and implications in an easily under-
stood manner.

The process of organization may also serve as an added
memory aid, no matter how thorough the previous efforts
were. Once a user sees a number of attributes grouped in a
meaningful way (perhaps with an obvious superordinate cate-
gory to unite them), other potentially important members of
the same category might become apparent.

On the other hand, in the event that two or more attri-
butes tend to duplicate or overlap one another in meaning, a
hierarchical structure can highlight the duplication by
juxtaposing them, and thus lead to a simplification or re-
definition, improving the accuracy of the model. Sometimes,
a completely new way of subdividing a cluster becomes
apparent, providing a clearer or more complete analysis of
its major components.
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The juxtaposition of conceptually related attributes in

a single cluster is of further use in reviewing and revising
the scores and weights associated with those attributes. By
comparing the scores on two or more analogous attributes,
the user may realize that he has been inconsistent, or that
perhaps the weights assigned do not reflect his true prefer-
ences accurately. Since it is easier to compare items which
are conceptually related, the user can generally improve the
quality of his assessments by reviewing them in the context
of a hierarchical structure.

Finally, in the process of sensitivity analysis (see
Section 3.9), it is useful to see what happens if the weight
assigned to an entire cluster is altered (while maintaining
the proportional weights within the cluster). While a
similar test could be performed on nonhierarchical data, the
mechanics would be more difficult and the results less
clearly represented.

Task description. Initially, the user has an unstruc-
tured list of attributes. The task of the decision aid is

to help the user organize those attributes into clusters

and sub-clusters in a way which meaningfully reflects the
relationships among the attributes. The final product of
this phase, then, is a tree-structured outline, on which
every "node" represents either a single attribute or a
cluster of attributes; multiple nesting of such clusters is
permissible when the number of attributes and the degree of
organization indicate it.

Current procedure. QVAL currently relies on the user's

intuitive judgment to provide structural organization.
Initially, the user is presented with the entire list of
attributes, and (assuming there are more than three) asked
if he wishes to subdivide the list (if there are fourteen or
more, the list must be subdivided). Assuming the user does
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subdivide the list, QVAL will allow him to partition the
entire set into categories, subject to the following restric-
tions:

o each attribute in the list must appear in one and
only one category:;

o there must be at least one category with more than
a single attribute in it; and

o there must be at least two categories.

Once clusters have been formed, QVAL identifies those
cétegories which contain three or more attributes, and again
asks the user if he wishes to subdivide each of those cate-
gories. This procedure continues until the user has performed
all desired subdivisions, at which point the entire hierarchi-

cal structure is displayed in a diagrammatic outline form.

Every category that includes two or more attributes can
be assigned an aggregate weight which is the sum of the
weights on its component attributes. These weights can be
of further use in displaying and reviewing the model's
implications, as well as in performing sensitivity analysis.

Theoretical analysis. The current procedure depends on

the user's intuitive notions of similarity, comparability,
and superordinate categories, in order to achieve a logical
and meaningful hierarchical organization of the attributes.
To the extent that the user understands (or can be quickly
taught) what makes a valid structure, the current QVAL
method will be not only correct, but also maximally rapid
and efficient. On the other hand, in difficult structures,
where the "best" hierarchical structure is not necessarily
apparent even to an experienced analyst, it is possible for
the user to develop a structure which fails to capture the
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essential implications of the given model, or to abandon the
entire effort out of confusion.

There are two basic methods to help the user structure
the set of attributes while reducing the risk of inappro-
priate structures. The first of these would resemble the
current proceduré, but would augment the instructions to
ensure that the user has understood what criteria ensure
sound structure, and to remind him of the considerations
involved in clustering as he follows the procedure. The
other method would ask the user for less direct information,
which might be easier to obtain and more reliable, and which
might then serve as the input for a pre-programmed clustering
analysis routine which will automatically develop a structure
using the elicited information. Because the first methed
merely involves additional text of a tutorial nature, it will
receive little discussion here; this does not, however, imply
that such a method is undesirable, as it may in fact be the
only feasible way of assuring adequate performance without a

great investment of time and effort on further elicitations.

The remainder of this discussion focuses on the second
method, examining a variety of methods which might be used
to elicit information about the attributes, and to apply
algorithmic procedures to that information, resulting in a
well-formed hierarchical structure. The indirect clustering
methods available vary in two respects: (1) the type of
information elicited about the attributes; and (2) the
specific mathematical algorithm used to generate a tree
structure from the elicited data. A wide variety of numerical
algorithms exist (some of which are summarized in Hartigan,
1975) to perform cluster anal